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JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY HYDERABAD 
B.Tech in CSE (DATA SCIENCE) 

III & IV YEAR COURSE STRUCTURE & TENTATIVE SYLLABUS (R18) 
 

Applicable From 2020-21 Admitted Batch 
 

III YEAR I SEMESTER 

S. No. Course 
Code Course Title L T P Credits 

1  Design and Analysis of Algorithms 3 0 0 3 
2  Introduction to Data Science  3 0 0 3 
3  Computer Networks 3 0 0 3 
4  Data Mining 3 0 0 3 
5  Professional Elective - I 3 0 0 3 
6  Professional Elective - II 3 0 0 3 
7  Data Mining Lab 0 0 3 1.5 
8  Computer Networks Lab 0 0 3 1.5 
9  Advanced Communication Skills Lab 0 0 2 1 

10  Intellectual Property Rights 3 0 0 0 
  Total Credits 21 0 8 22 

 
III YEAR II SEMESTER 

S. No. Course 
Code Course Title L T P Credits 

1  Compiler Design 3 1 0 4 
2  Machine Learning 3 1 0 4 
3  Big Data Analytics 3 1 0 4 
4  Professional Elective – III  3 0 0 3 
5  Open Elective - I 3 0 0 3 
6  Machine Learning Lab  0 0 3 1.5 
7  Big Data Analytics Lab  0 0 3 1.5 
8  Professional Elective - III Lab 0 0 2 1 
9  Environmental Science 3 0 0 0 
  Total Credits 18 3 8 22 

 
IV YEAR I SEMESTER 

S. No. Course 
Code Course Title L T P Credits 

1  Predictive Analytics 3 0 0 3 
2  Web and Social Media Analytics 2 0 0 2 
3  Professional Elective – IV 3 0 0 3 
4  Professional Elective – V 3 0 0 3 
5  Open Elective – II 3 0 0 3 
6  Web and Social Media Analytics Lab 0 0 2 1 
7  Industrial Oriented Mini Project/ Summer Internship 0 0 0   2* 
8  Seminar 0 0 2 1 
9  Project Stage – I 0 0 6 3 

  Total Credits 14 0 10 21 
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IV YEAR II SEMESTER 

S. No. Course 
Code Course Title L T P Credits 

1  Organizational Behaviour 3 0 0 3 
2  Professional Elective -VI 3 0 0 3 
3  Open Elective-III 3 0 0 3 
4  Project Stage - II 0 0 14 7 

  Total Credits 9 0 14 16 
 
*Note: Industrial Oriented Mini Project/ Summer Internship is to be carried out during the summer 
vacation between 6th and 7th semesters. Students should submit report of Industrial Oriented Mini 
Project/ Summer Internship for evaluation. 
 
MC - Environmental Science – Should be Registered by Lateral Entry Students Only. 
MC – Satisfactory/Unsatisfactory 
 
Professional Elective-I 

 Data Warehousing and Business Intelligence 
 Artificial Intelligence 
 Web Programming 
 Image Processing 
 Computer Graphics 

 
Professional Elective - II 

 Spatial and Multimedia Databases 
 Information Retrieval Systems 
 Software Project Management 
 DevOps 
 Computer Vision and Robotics 

 
Professional Elective - III 

 Software Testing Methodologies 
 Data Visualization Techniques 
 Scripting Languages 
 Mobile Application Development  
 Cryptography and Network Security 

 
# Courses in PE – III and PE – III Lab must be in 1-1 correspondence. 
 

Professional Elective –IV 
 Quantum Computing 
 Database Security 
 Natural Language Processing 
 Information Storage Management 
 Internet of Things 

 
Professional Elective - V 

 Privacy Preserving in Data Mining 
 Cloud Computing 
 Data Science Applications 
 Mining Massive Datasets   
 Exploratory Data Analysis 

 
Professional Elective – VI 

 Data Stream Mining 
 Web Security 
 Video Analytics 
 Blockchain Technology 
 Parallel and Distributed Computing 
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DATA STREAM MINING (Professional Elective – VI) 
 
B.Tech. IV Year II Sem.         L   T    P   C 

3    0    0   3 
Prerequisites 

1. A basic knowledge of “Data Mining” 
 
Course Objectives: 

1. The aim of the course is to introduce the fundamentals of Data Stream Mining.  
2. The course gives an overview of – Mining Strategies, methods and algorithms 

for data stream mining. 
 
Course Outcomes: 

1. Understand how to formulate a knowledge extraction problem from data streams. 
2. Ability to apply methods / algorithms to new data stream analysis problems. 
3. Evaluate the results and understand the functioning of the methods studied. 
4. Demonstrate decision tree and adaptive Hoeffding Tree concepts 

 
UNIT - I 
MOA Stream Mining, Assumptions, Requirements, Mining Strategies, Change Detection Strategies, 
MOA Experimental Settings, Previous Evaluation Practices, Evaluation Procedures for Data Streams, 
Testing Framework, Environments, Data Sources, Generation Speed and Data Size, Evolving Stream 
Experimental Setting. 
 
UNIT - II 
Hoeffding Trees, The Hoeffding Bound for Tree Induction, The Basic Algorithm, Memory Management, 
Numeric Attributes, Batch Setting Approaches, Data Stream Approaches. 
 
UNIT - III 
Prediction Strategies, Majority Class, Naïve Bayes Leaves, Adaptive Hybrid, Hoeffding Tree 
Ensembles, Data Stream Setting, Realistic Ensemble Sizes. 
 
UNIT - IV 
Evolving Data Streams, Algorithms for Mining with Change, A Methodology for Adaptive Stream Mining, 
Optimal Change Detector and Predictor, Adaptive Sliding Windows, Introduction, Maintaining Updated 
Windows of Varying Length. 
 
UNIT - V 
Adaptive Hoeffding Trees, Introduction, Decision Trees on Sliding Windows, Hoeffding Adaptive Trees, 
Adaptive Ensemble Methods, New methods of Bagging using trees of different size, New method of 
bagging using ADWIN, Adaptive Hoeffding Option Trees, Method performance. 
 
TEXT BOOK: 

1. DATA STREAM MINING: A Practical Approach by Albert Bifet and Richard Kirkby. 
 
REFERENCE BOOKS: 

1. Knowledge discovery from data streams by Gama João. ISBN: 978-1-4398-2611-9. 
2. Machine Learning for Data Streams by Albert Bifet, Ricard Gavalda; MIT Press, 2017. 
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WEB SECURITY (Professional Elective – VI) 
 
B.Tech. IV Year II Sem.         L   T    P   C 

3    0    0   3 
Course Objectives: 

 Give an Overview of information security  
 Give an overview of Access control of relational databases 

 
Course Outcomes: Students should be able to 

 Understand the Web architecture and applications 
 Understand client side and service side programming 
 Understand how common mistakes can be bypassed and exploit the application 
 Identify common application vulnerabilities 

 
UNIT - I 
The Web Security, The Web Security Problem, Risk Analysis and Best Practices.  
Cryptography and the Web: Cryptography and Web Security, Working Cryptographic Systems and 
Protocols, Legal Restrictions on Cryptography, Digital Identification. 
 
UNIT - II 
The Web’s War on Your Privacy, Privacy-Protecting Techniques, Backups and Antitheft, Web Server 
Security, Physical Security for Servers, Host Security for Servers, Securing Web Applications. 
 
UNIT - III 
Database Security: Recent Advances in Access Control, Access Control Models for XML, Database 
Issues in Trust Management and Trust Negotiation, Security in Data Warehouses and OLAP Systems. 
 
UNIT - IV 
Security Re-engineering for Databases: Concepts and Techniques, Database Watermarking for 
Copyright Protection, Trustworthy Records Retention, Damage Quarantine and Recovery in Data 
Processing Systems, Hippocratic Databases: Current Capabilities and Future Trends. 
 
UNIT - V 
Privacy in Database Publishing: A Bayesian Perspective, Privacy-enhanced Location-based Access 
Control, Efficiently Enforcing the Security and Privacy Policies in a Mobile Environment. 
 
TEXT BOOKS: 

1. Web Security, Privacy and Commerce Simson G Arfinkel, Gene Spafford, O’Reilly. 
2. Handbook on Database security applications and trends Michael Gertz, Sushil Jajodia. 
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VIDEO ANALYTICS (Professional Elective – VI) 
 
B.Tech. IV Year II Sem.         L   T    P   C 

3    0    0   3 
 
Course Objectives: To acquire the knowledge of extracting information from surveillance videos, 
understand the models used for recognition of objects, humans in videos and perform gait analysis. 
 
Course Outcomes:  

1. Understand the basics of video- signals and systems.  
2. Able to estimate motion in a video. 
3. Able to detect the objects and track them.  
4. Recognize activity and analyze behaviour. 
5. Evaluate face recognition technologies. 

 
UNIT - I  
INTRODUCTION Multidimensional signals and systems: signals, transforms, systems, sampling 
theorem. Digital Images and Video: human visual system and color, digital video, 3D video, digital-video 
applications, image and video quality.  
 
UNIT - II 
 MOTION ESTIMATION Image formation, motion models, 2D apparent motion estimation, differential 
methods, matching methods, non-linear optimization methods, transform domain methods, 3D motion 
and structure estimation. 
 
 UNIT - III 
 VIDEO ANALYTICS Introduction- Video Basics - Fundamentals for Video Surveillance- Scene 
Artifacts- Object Detection and Tracking: Adaptive Background Modelling and Subtraction- Pedestrian 
Detection and Tracking Vehicle Detection and Tracking- Articulated Human Motion Tracking in Low-
Dimensional Latent Spaces. 
 
UNIT - IV  
BEHAVIORAL ANALYSIS & ACTIVITY RECOGNITION Event Modelling- Behavioral Analysis- Human 
Activity Recognition-Complex Activity Recognition Activity modelling using 3D shape, Video 
summarization, shape-based activity models- Suspicious Activity Detection. 
 
UNIT - V  
HUMAN FACE RECOGNITION & GAIT ANALYSIS Introduction: Overview of Recognition algorithms – 
Human Recognition using Face: Face Recognition from still images, Face Recognition from video, 
Evaluation of Face Recognition Technologies- Human Recognition using gait: HMM Framework for Gait 
Recognition, View Invariant Gait Recognition, Role of Shape and Dynamics in Gait Recognition. 
 
TEXT BOOKS:  

1. Murat Tekalp, “Digital Video Processing”, second edition, Pearson, 2015  
2. Rama Chellappa, Amit K. Roy-Chowdhury, Kevin Zhou. S, “Recognition of Humans and their 

Activities using Video”, Morgan & Claypool Publishers, 2005. 
3. Yunqian Ma, Gang Qian, “Intelligent Video Surveillance: Systems and Technology”, CRC Press 

(Taylor and Francis Group), 2009.  
 
REFERENCE BOOKS:  

1. Richard Szeliski, “Computer Vision: Algorithms and Applications”, Springer, 2011.  
2. Yao Wang, JornOstermann and Ya-Qin Zhang, “Video Processing and Communications”, 

Prentice Hall, 2001. 
3. Thierry Bouwmans, FatihPorikli, Benjamin Höferlin and Antoine Vacavant, “Background 

Modeling and Foreground Detection for Video Surveillance: Traditional and Recent 
Approaches, Implementations, Benchmarking and Evaluation”, CRC Press, Taylor and Francis 
Group, 2014. 

4. Md. Atiqur Rahman Ahad, “Computer Vision and Action Recognition-A Guide for Image 
Processing and Computer Vision Community for Action Understanding”, Atlantis Press, 2011. 
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BLOCKCHAIN TECHNOLOGY (Professional Elective – VI) 
 
B.Tech. IV Year II Sem.         L   T    P   C 

3    0    0   3 
Prerequisites: 

1. Knowledge in security and applied cryptography. 
2. Knowledge in distributed databases. 

 
Course Objectives: To Introduce block chain technology and Cryptocurrency. 
 
Course Outcomes: 

1. Learn about research advances related to one of the most popular technological areas today. 
2. Understand Extensibility of Blockchain concepts. 
3. Understand and Analyze Blockchain Science. 
4. Understand Technical   challenges, Business model challenges. 

 
UNIT - I 
Introduction: Block chain or distributed trust, Protocol, Currency, Cryptocurrency, How a Cryptocurrency 
works, Crowdfunding. 
 
UNIT - II 
Extensibility of Blockchain concepts, Digital Identity verification, Block chain Neutrality, Digital art, 
Blockchain Environment. 
 
UNIT - III 
Blockchain Science: Gridcoin, Folding coin, Blockchain Genomics, Bitcoin MOOCs. 
 
UNIT - IV 
Currency, Token, Tokenizing, Campuscoin, Coindrop as a strategy for Public adoption, Currency 
Multiplicity, Demurrage currency. 
 
UNIT - V 
Technical challenges, Business model challenges, Scandals and Public perception, Government 
Regulations. 
 
TEXT BOOK: 

1. Melanie Swan, Blockchain Blueprint for Economy, O'reilly. 
 
REFERENCE BOOKS: 

1. Building Blockchain Apps, Michael Juntao Yuan, Pearson Education 
2. Daniel Drescher, Blockchain Basics: A Non-Technical Introduction in 25 Steps 1st Edition 
3. Bradley Lakeman, Blockchain Revolution: Understanding the Crypto Economy of the Future. A 

Non-Technical Guide to the Basics of Cryptocurrency Trading and Investing, ISBN:  
1393889158. 
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PARALLEL AND DISTRIBUTED COMPUTING (Professional Elective – VI) 
 
B.Tech. IV Year II Sem.         L   T    P   C 

3    0    0   3 
Course Objectives: 

1. To learn core ideas behind parallel and distributed computing. 
2. To explore the methodologies adopted for parallel and distributed environments. 
3. To understand the networking aspects of parallel and distributed computing. 
4. To provide an overview of the computational aspects of parallel and distributed computing. 
5. To learn parallel and distributed computing models. 

 
Course Outcomes: 

1. Explore the methodologies adopted for parallel and distributed environments. 
2. Analyze the networking aspects of Distributed and Parallel Computing. 
3.  Explore the different performance issues and tasks in parallel and distributed computing. 
4. Tools usage for parallel and distributed computing. 
5. Understanding high performance computing techniques. 

 
UNIT - I 
Parallel and Distributed Computing— Introduction- Benefits and Needs- Parallel and Distributed 
Systems- Programming Environment- Theoretical Foundations - Parallel Algorithms— Introduction- 
Parallel Models and Algorithms- Sorting - Matrix Multiplication- Convex Hull- Pointer Based Data 
Structures. 
 
UNIT - II 
Synchronization- Process Parallel Languages- Architecture of Parallel and Distributed Systems- 
Consistency and Replication- Security- Parallel Operating Systems. 
 
UNIT - III 
Management of Resources in Parallel Systems- Tools for Parallel Computing- Parallel Database 
Systems and Multimedia Object Servers. 
 
UNIT - IV 
Networking Aspects of Distributed and Parallel Computing- Process- Parallel and Distributed Scientific 
Computing. 
 
UNIT - V 
High-Performance Computing in Molecular Sciences- Communication Multimedia Applications for 
Parallel and Distributed Systems- Distributed File Systems. 
 
TEXT BOOKS: 

1. Jacek Błażewicz, et al., “Handbook on parallel and distributed processing”, Springer Science & 
Business Media, 2013. 

2. Andrew S. Tanenbaum, and Maarten Van Steen, “Distributed Systems: Principles and 
Paradigms”. Prentice-Hall, 2007. 

 
REFERENCE BOOKS: 

1. George F.Coulouris, Jean Dollimore, and Tim Kindberg, “Distributed systems: concepts and 
design”, Pearson Education, 2005. 

2. Gregor Kosec and Roman Trobec, “Parallel Scientific Computing: Theory, Algorithms, and 
Applications of Mesh Based and Meshless Methods”, Springer, 2015. 

 
 


